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Abstract: This research is focused on evolutionary algorithms, with genetic and memetic algorithms
discussed in more detail. A graph theory problem related to finding a minimal Hamiltonian cycle in a
complete undirected graph (Travelling Salesman Problem—TSP) is considered. The implementations
of two approximate algorithms for solving this problem, genetic and memetic, are presented. The
main objective of this study is to determine the influence of the local search method versus the
influence of the genetic crossover operator on the quality of the solutions generated by the memetic
algorithm for the same input data. The results show that when the number of possible Hamiltonian
cycles in a graph is increased, the memetic algorithm finds better solutions. The execution time of
both algorithms is comparable. Also, the number of solutions that mutated during the execution of
the genetic algorithm exceeds 50% of the total number of all solutions generated by the crossover
operator. In the memetic algorithm, the number of solutions that mutate does not exceed 10% of the
total number of all solutions generated by the crossover operator, summed with those of the local
search method.

Keywords: genetic algorithm (GA); memetic algorithm (MA); local search; optimization

1. Introduction

A specific but very efficient subclass of evolutionary algorithms is the class of genetic
algorithms [1]. The interest in these algorithms has grown significantly over the past
few years. They are used to solve specific tasks [2–4], as well as to analyze and study
their behavior. Some of their modifications have been used to solve specific optimization
problems [5–7]. These algorithms can generate solutions that are optimal (or close to
optimal) in an acceptable time [8]. A distinctive characteristic of most heuristic approaches
is that they work well for certain problems but it is difficult to adapt the algorithm to a
new one [9]. With a large amount of input data, using the exact approaches is inapplicable,
due to the large number of possible solutions that should be generated and evaluated. For
the class of NP-hard problems, such as schedule theory and graph theory problems, good
approximate solutions have been found using genetic algorithms [10–12]. These problems
are known to be similar but not identical to others, for which good and efficient algorithms
are currently known. A small change in the problem formulation can lead to a large change
in the performance (in terms of speed) of the best-known algorithm so far [13].

Unlike exact algorithms, genetic algorithms (GAs) find solutions that are some ap-
proximations. This means that these solutions are close to equal to the optimal. These
algorithms process a set of acceptable solutions that are modified according to certain rules,
to generate even better solutions. Each solution is represented numerically and evaluated
by a numerical meter according to a defined optimality criterion. After generating the
solutions in the initial solution set, each solution can be kept unchanged in the next solution
set, combined with another to produce a new one, or they are discarded and not analyzed
further. Some of the solutions can be further modified with a degree of pre-set probability,
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and these modifications are usually minor [14]. Each iteration of the genetic algorithm gen-
erates a new set of solutions, thus performing the main iterative process of the algorithm.
A special solution evaluation function (fitness function) determines whether a solution
is better or worse. This function “evaluates” each solution by assigning a quantitative
measure of its quality. The solutions are classified (as better or worse) based on the scores
obtained [15–18].

One possible way to improve genetic algorithms, when the solutions in the solution set
are close to the optimal or a large part of them are identical, is to apply local search-based
approaches. These are approaches where a better solution is sought by changing an existing
one. The difference between such approaches and the application of the genetic operator
for mutation is that in mutation, the search principle is guessing, i.e., changing one or more
elements of the solution with the expectation that this will lead to a better solution. Unlike
with local search, with the genetic mutation operator, a change is always made, regardless
of whether it will lead to the construction of a better or a worse solution.

The basic concept of memetic algorithms (MAs) was originally presented in [19]. In
that work, an evolutionary algorithm that uses a method based on local search is considered.
A similar idea, however, was later formulated in [20]. In that work, a comparative analysis
is made between these algorithms, presenting the advantages and disadvantages of both
types. In memetic algorithms, a smaller structure of the entire solution is analyzed and
used, and it is viewed as a unit of information that can reproduce itself. This information is
perceived and used differently from the corresponding elements of a decision. The main
difference is that as this information passes between solutions, each solution adapts it in
the best possible way for the moment. Unlike memetic algorithms, the genetic ones leave
the gene unchanged [21–23].

The most important advantage of using memetic algorithms is that the space of
acceptable solutions is reduced to a smaller set (subspace of solutions), among which
there is a local optimum (minimum or maximum). Executing some genetic operators
can generate a solution that has either a worse or a better score as computed by a fitness
function. When using the local search method, the best possible location of the solution
component will always be identified for the currently considered solution. This guarantees
that a solution will be found that yields the best possible score generated by the local search
method [24,25].

Genetic algorithms are often used to solve many optimization problems from various
fields of science, such as graph theory. It is an intensively researched area of computer science
(or more precisely, an area of discrete mathematics) that has undergone great development
over the past few decades. It has a huge practical application because in many cases, the
analysis and description of many systems can be successfully described with graph-type
structures [26,27]. By adding a local search method to the standard crossover and mutation
operators, the computational complexity of the algorithm is increased, and the execution
time can increase significantly [10]. Given the advantages that memetic algorithms provide,
they will be the subject of further research to determine the influence of the local search
method on the quality of the generated solutions. In general, the computational complexity
for both algorithms is quadratic and depends on the input data size.

A large class of graph theory problems, such as NP-hard problems, can be solved
by some approximate algorithms, such as genetic algorithms [2,28–30]. Finding an exact
solution to these problems (but with a large amount of input data) can be unacceptable
in terms of the computational time required to generate the corresponding solution [31].
The backtracking approach always guarantees that optimal solutions will be found but is
only applicable to problems with a small amount of input data. This approach, although
possible, is practically impractical. For example, for a complete undirected graph with
35 vertices and 35 × (35 − 1)/2 = 595 edges, the number of all Hamiltonian paths is huge:
(35 − 1)!/2 ≈ 1.5 × 1038. Therefore, modifying and improving existing heuristic algorithms
(such as genetics) is expected [32–34]. Through them, it is possible to solve some “difficult”
problems “well”, which would take an unacceptably long time.
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Many real-world problems can be modeled using graphs. For the current study, the
problem of finding a minimal Hamiltonian cycle in a complete, weighted, undirected graph
will be used. A characteristic of this problem is that it is a combinatorial optimization
problem and has been very intensively studied in recent years. It is known in the literature
as the Travelling Salesman Problem (TSP), and its variants and detailed description are
presented in [35]. There are several approaches and many algorithms for solving the
TSP [36–38]. Two of them are basic—the exact and approximate methods. Exact algorithms
guarantee optimal solutions but often suffer from high computational time. They are
applicable when the number of vertices in the graph is small [39,40]. On the other hand,
approximate algorithms find a solution that is close to optimal, and the time to do so is
acceptable. Such algorithms are discussed in [17,41–43]. Most of the developed algorithms
for TSP fall precisely into the second category. According to the optimization methods, the
TSP algorithms can be classified into more categories [38].

2. Materials and Methods

A method to transform a genetic algorithm into a memetic algorithm by adding a local
search-based method will be presented in this section. An example of its application will
also be presented, dividing the set of elements of a given solution into several commen-
surable subsets of elements (groups), for example, 3, 4, or 6. This approach applies the
rearranging of the elements in each group so that this element occupies the first position in
a group for a specific modified solution. When this local search method is used, the last
found (and accordingly best) solution cannot be lost, i.e., either some solution improvement
will be achieved, or the previous best solution found will remain unchanged.

An example of finding a minimal Hamiltonian cycle will be presented using this
algorithm. The example graph, shown in Figure 1, is generated randomly. The minimum
Hamiltonian cycle is found by the backtracking method, which is similar to the method
presented in [31].

Figure 1. Complete undirected graph G (|V| = 12, |E| = 66).

Table 1 presents a weight matrix of the graph G (12, 66). The values are the distances
between vertices (in pixels).



Electronics 2024, 13, 4126 4 of 14

Table 1. Weight matrix of graph G (|V| = 12, |E| = 66).

V\V a b c d e f g h i j k l

a 0 112 269 269 300 403 381 391 200 100 212 447
b 112 0 200 158 206 300 269 283 112 112 112 335
c 269 200 0 212 320 361 269 200 269 180 112 304
d 269 158 212 0 112 158 112 158 112 250 112 180
e 300 206 320 112 0 112 158 250 100 316 212 224
f 403 300 361 158 112 0 112 224 206 403 269 150
g 381 269 269 112 158 112 0 112 212 354 200 71
h 391 283 200 158 250 224 112 0 269 335 180 112
i 200 112 269 112 100 206 212 269 0 224 158 283
j 100 112 180 250 316 403 354 335 224 0 158 412
k 212 112 112 112 212 269 200 180 158 158 0 255
l 447 335 304 180 224 150 71 112 283 412 255 0

The algorithm, used to find an exact solution, is based on the backtracking approach
and is optimized by the branch-and-bound method. The minimum Hamiltonian cycle has a
length of 1393 (in pixels) with a total of 18,767,942 solutions generated and 29 improvements
found by the algorithm in the search process after 875 ms (milliseconds). The minimum
Hamiltonian cycle and the corresponding sequence of vertices in the order of their traversal
are shown in Figure 2. The minimal Hamiltonian cycle contains the following vertex
traversal sequence:

(a)–(b)–(i)–(e)–(f)–(g)–(l)–(h)–(d)–(k)–(c)–(j)–(a)
112 + 112 + 100 + 112 + 112 + 71 + 112 + 158 + 112 + 112 + 180 + 100 = 1393

Figure 2. Minimal Hamiltonian cycle in graph G (|V| = 12, |E| = 66).

In the next few paragraphs, the implementation of the memetic algorithm will be
described. The results obtained from its best performance (among ten of its runs) will also
be presented. The values of the control parameters are set as follows: number of iterations:
100; population size: 8.

Step 1. Initially, the proposed algorithm randomly generates 8 solutions, labeled from
S1 to S8. For that purpose, the permutations of the elements, which index the graph’s
vertex, are used. Thus, an initial population R0 is formed. Each solution is evaluated
according to the length of the produced Hamiltonian cycle. Then, the initialization set
R0 contains the following solutions {S1, S2, S3, S4, S5, S6, S7, S8}, and their scores are
as follows:
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S1: (e)–(i)–(h)–(f)–(l)–(d)–(a)–(b)–(j)–(k)–(c)–(g)–(e) = 2113
S2: (b)–(a)–(j)–(d)–(f)–(e)–(c)–(g)–(l)–(h)–(i)–(k)–(b) = 2043
S3: (k)–(i)–(e)–(c)–(d)–(a)–(b)–(j)–(l)–(h)–(g)–(f)–(k) = 2300
S4: (d)–(f)–(i)–(a)–(j)–(l)–(b)–(e)–(g)–(h)–(k)–(c)–(d) = 2391
S5: (f)–(e)–(g)–(c)–(k)–(b)–(l)–(h)–(d)–(a)–(j)–(i)–(f) = 2167
S6: (k)–(g)–(l)–(h)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(k) = 1961
S7: (k)–(g)–(d)–(f)–(e)–(a)–(j)–(h)–(l)–(c)–(b)–(i)–(k) = 2203
S8: (g)–(f)–(i)–(k)–(d)–(l)–(h)–(e)–(b)–(c)–(a)–(j)–(g) = 2259
Step 2. All solutions are sorted in ascending order, depending on their scores (calcu-

lated earlier). The solution S6 has a score of 1961, which corresponds to the length of the
produced Hamiltonian cycle. The next solution, better than S6, is S2 with a score of 2043.
The rest of the solutions are also arranged in ascending order: S1, S5, S7, S8, S3, and S4.

S6: (k)–(g)–(l)–(h)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(k) = 1961
S2: (b)–(a)–(j)–(d)–(f)–(e)–(c)–(g)–(l)–(h)–(i)–(k)–(b) = 2043
S1: (e)–(i)–(h)–(f)–(l)–(d)–(a)–(b)–(j)–(k)–(c)–(g)–(e) = 2113
S5: (f)–(e)–(g)–(c)–(k)–(b)–(l)–(h)–(d)–(a)–(j)–(i)–(f) = 2167
S7: (k)–(g)–(d)–(f)–(e)–(a)–(j)–(h)–(l)–(c)–(b)–(i)–(k) = 2203
S8: (g)–(f)–(i)–(k)–(d)–(l)–(h)–(e)–(b)–(c)–(a)–(j)–(g) = 2259
S3: (k)–(i)–(e)–(c)–(d)–(a)–(b)–(j)–(l)–(h)–(g)–(f)–(k) = 2300
S4: (d)–(f)–(i)–(a)–(j)–(l)–(b)–(e)–(g)–(h)–(k)–(c)–(d) = 2391
Step 3. Half of all solutions are selected in this step. This means the four solutions with

the best scores, i.e., S6, S2, S1, and S5, will be used. The remaining solutions, labeled S7, S8,
S3, and S4, are removed from the population. They will not participate in the formation of
the new population—R1.

S6: (k)–(g)–(l)–(h)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(k) = 1961
S2: (b)–(a)–(j)–(d)–(f)–(e)–(c)–(g)–(l)–(h)–(i)–(k)–(b) = 2043
S1: (e)–(i)–(h)–(f)–(l)–(d)–(a)–(b)–(j)–(k)–(c)–(g)–(e) = 2113
S5: (f)–(e)–(g)–(c)–(k)–(b)–(l)–(h)–(d)–(a)–(j)–(i)–(f) = 2167
Step 4. The selected solutions of Step 3, S6, S2, S1, and S5, are combined in pairs.

Various methods can be used for this purpose. One possible method is based on using
the solutions’ results in descending order and every two consecutive solutions create a
new pair, i.e., S6 with S2 and S1 with S5 are new pairs. Another pairing process is based
on the criterion of the largest difference in solutions evaluations. This means S6 with S5
and S2 with S1 are new pairs. Random pairing is also possible. Our method uses the first
described pairing process, based on using the solutions’ results in descending order. Thus,
it forms a new parent pair P1 = {S6, S1} and P2 = {S2, S5}.

P1 = {S6: (k)–(g)–(l)–(h)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(k) = 1961
S1: (e)–(i)–(h)–(f)–(l)–(d)–(a)–(b)–(j)–(k)–(c)–(g)–(e) = 2113}
P2 = {S2: (b)–(a)–(j)–(d)–(f)–(e)–(c)–(g)–(l)–(h)–(i)–(k)–(b) = 2043
S5: (f)–(e)–(g)–(c)–(k)–(b)–(l)–(h)–(d)–(a)–(j)–(i)–(f) = 2167}
The ordering of the elements in the formed sets P1 = {S6, S1} and P2 = {S2, S5} is

relevant to the crossover operator.
Step 5. The combined pairs of solutions (2 in total, P1 and P2) are new parents. After

applying the genetic crossover operator, two new solutions are generated from each pair of
parents. These descendants are denoted by C1 and C2 (generated by P1), and C3 and C4
(generated by P2). The total number of these solutions should match the total number of
removed solutions in Step 3 (i.e., 4 in number).

The crossover operator uses a single crossover point. With it, the two parent solutions
are divided in the same position into two halves. In this case, these are the elements S6.1,
S6.2, S1.1, and S1.2 without the last vertices of each solution.

S6.1: (k)–(g)–(l)–(h)–(i)–(a)
S6.2: (b)–(j)–(c)–(d)–(e)–(f)
S1.1: (e)–(i)–(h)–(f)–(l)–(d)
S1.2: (a)–(b)–(j)–(k)–(c)–(g)
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The new solutions are formed by combining a part of one parent with a part of the
other parent. For instance, descendant C1 is generated by combining S6.1 and S1.2, while
descendant C2 results from the union of S1.1 and S6.2.

C1: (k)–(g)–(l)–(h)–(i)–(a)–(a)–(b)–(j)–(k)–(c)–(g)
C2: (e)–(i)–(h)–(f)–(l)–(d)–(b)–(j)–(c)–(d)–(e)–(f)
The used approach has undesirable effects on some specific problems. This effect is

expressed by the new solutions generated with duplicate elements or completely missing
possible solutions. Such decisions are considered invalid and subsequently not used.

In the presented example, solution C1 has three duplicated elements, (a), (g), and
(k). The elements (d), (e), and (f) are missing. In solution C2, the duplicate and missing
elements are symmetrically swapped, i.e., the situation is just opposite.

To solve the described problem, different approaches to the crossover operator have
been proposed [9]. A possible solution is that the first halves of the descendants are
identical to those taken from their parents (as is our case), and the remaining half is
generated afterward, by filling in missing elements, only in the order of their appearance in
the other parent.

The described approach is applied to convert the unacceptable solutions C1 and C2
into acceptable ones. The items, duplicated in both solutions, are marked as shown below:

C1: (k)–(g)–(l)–(h)–(i)–(a)–(a)–(b)–(j)–(k)–(c)–(g)
C2: (e)–(i)–(h)–(f)–(l)–(d)–(b)–(j)–(c)–(d)–(e)–(f)
Solutions C1 and C2 are transformed into acceptable solutions by swapping duplicate

elements (from their second halves) in the order they appear. Specifically, in C1, element (a)
is exchanged with (d) from C2, (k) with (e), and (g) with (f). This process leads to solutions
with acceptable orders of the elements. At last, the first element is added as the last to
“close” the Hamiltonian cycle:

C1: (k)–(g)–(l)–(h)–(i)–(a)–(d)–(b)–(j)–(e)–(c)–(f)–(k)
C2: (e)–(i)–(h)–(f)–(l)–(d)–(b)–(j)–(c)–(a)–(k)–(g)–(e)
The situation for the solutions C3 and C4 is similar. With that action, the creation of

the 4 new solutions (descendants) is completed.
Step 6. Some of the new solutions can be modified by applying the genetic mutation

operator. This operator modifies the solution by altering one or more of its elements.
In the considered example, from all the new solutions—C1, C2, C3, and C4—a solution

C2 is randomly chosen to mutate.
C2: (e)–(i)–(h)–(f)–(l)–(d)–(b)–(j)–(a)–(c)–(k)–(g)–(e)
After this step, the new solutions have a quantitative measure of their quality—the

length of the formed Hamiltonian cycle.
Step 7. At this step of the algorithm, the parents and descendants are merged. The

algorithm transitions to Step 2 and repeats the processes.
Step 2′. All solutions are sorted in ascending order, depending on their score (calculated

earlier). The solution S6 has a score of 1961, which corresponds to the length of the formed
Hamiltonian cycle, given the order for traversing the vertices of the graph. The next higher-
rated solution is solution number C3 with a score of 2007. Next is solution number C2 with
a score of 2032 and so on. The remaining solutions with the numbers S2, S1, S5, C4, and C1
are also arranged.

S6: (k)–(g)–(l)–(h)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(k) = 1961
C3: (b)–(a)–(j)–(d)–(f)–(e)–(l)–(h)–(c)–(g)–(k)–(i)–(b) = 2007
C2: (e)–(i)–(h)–(f)–(l)–(d)–(b)–(j)–(a)–(c)–(k)–(g)–(e) = 2032
S2: (b)–(a)–(j)–(d)–(f)–(e)–(c)–(g)–(l)–(h)–(i)–(k)–(b) = 2043
S1: (e)–(i)–(h)–(f)–(l)–(d)–(a)–(b)–(j)–(k)–(c)–(g)–(e) = 2113
S5: (f)–(e)–(g)–(c)–(k)–(b)–(l)–(h)–(d)–(a)–(j)–(i)–(f) = 2167
C4: (f)–(e)–(g)–(c)–(k)–(b)–(d)–(a)–(l)–(h)–(i)–(j)–(f) = 2645
C1: (k)–(g)–(l)–(h)–(i)–(a)–(d)–(b)–(j)–(e)–(c)–(f)–(k) = 2657
Applying crossover and mutation to the four newly generated solutions yields C3 and

C2, which outperform their parent solutions, S1 and S5. These two solutions will replace
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the two parent solutions when the algorithm moves to the next iteration cycle (Step 3).
Next, half of all solutions are selected. In our case, these are the first four solutions with the
best results—S6, C3, C2, and S2.

The remaining solutions (S1, S5, C4, and C1) will be removed from the population.
They will not participate in the forming of the new population—R2.

After 100 iteration cycles (reproductions), the best solution found by the genetic
algorithm and presented in Figure 3 has a value of 1639.

Figure 3. The best-found solution by the genetic algorithm after 100 iterations.

(a)–(b)–(i)–(k)–(e)–(d)–(f)–(g)–(l)–(h)–(c)–(j)–(a)
112 + 112 + 158 + 212 + 112 + 158 + 112 + 71 + 112 + 200 + 180 + 100 = 1639
To present the transformation of the genetic algorithm into a memetic one, an example

applying a method based on local search will be given. The local search method will be
applied for solution S6. That means an additional Step 7.1 is introduced. The local search
method was developed by the authors and presented in detail in [9].

We temporarily remove the last element (vertex) from the cycle—(k)—then distribute
the remaining elements into three groups—A, B, and C—with 4 elements each.

S6: A = {(k)–(g)–(l)–(h)}, B = {(i)–(a)–(b)–(j)}, C = {(c)–(d)–(e)–(f)}
All the vertices in the first group are moved so that the vertices (g), (l), and (h) are

each placed in the first position (in the group). The order with the initial vertex (k) does
not need to be checked because solution S6 is identical to this order. The following four (of
which three are new) solutions are formed:

S6.A.1: (k)–(g)–(l)–(h)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(k) = 1961
S6.A.2: (g)–(l)–(h)–(k)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(g) = 1673
S6.A.3: (l)–(h)–(k)–(g)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(l) = 1894
S6.A.4: (h)–(k)–(g)–(l)–(i)–(a)–(b)–(j)–(c)–(d)–(e)–(f)–(h) = 1998
The initial application of the local search method yielded a significant improvement

with solution S6.A.2. Notably, the starting and ending vertices of the vertex traversal
sequence also differed. While the resulting score is still considerably below the optimal
value of 1393, this initial step represents substantial progress.

The elements in the groups (tentatively labeled B and C) are shuffled cyclically without
changing the best arrangement of group A.

We note that if the local search method is applied as described, the last generated best
solution cannot be lost, i.e., either some improvement will be achieved, or the previous best
solution will stay unchanged.
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The best solution found after 100 generated reproductions, from the genetic algorithm
without applying the local search method, has a value of 1639. On the other hand, when
the local search method is used with the same values of the control parameters, the best
solution found has a value of 1425 (Figure 4).

 

Figure 4. The best-found solution by the memetic algorithm after 100 iterations.

(b)—(i)—(d)—(e)—(f)—(g)—(l)—(h)—(c)—(k)—(j)—(a)—(b)
112 + 112 + 112 + 112 + 112 + 71 + 112 + 200 + 112 + 158 + 100 + 112 = 1425
Expanding the population size to 64 while maintaining 100 reproductions enhanced the

performance of both algorithms. Under these conditions, the genetic algorithm produced
a solution with a value of 1518. Conversely, the memetic algorithm achieved the optimal
solution, scoring 1393, a result that matches the performance of the same algorithm using
the backtracking method. When increasing the number of solutions in the population,
the memetic algorithm finds the optimal solution very quickly: in only 47 ms with 4596
solutions generated. In contrast, the exact algorithm, which uses the backtracking method,
found the best solution after 2625 ms, after testing a total of 48,280,595 solutions. The quality
of the solutions generated by the memetic algorithm is a function of the population size.

3. Results

The two approximate algorithms—genetic, using the evolutionary techniques of
crossover and mutation, and memetic, based on the same evolutionary techniques but
supplemented with a local search method—are the object of this paper. This research aims
to conduct a comparative analysis of approximate algorithms, evaluating their performance
on identical input data while generating a comparable number of solutions. Additionally,
the study addresses the impact of local search methods and genetic crossover operators on
the memetic algorithm’s solution quality.

If the number of vertices in each complete undirected graph G is denoted by n, then
the number of edges m in this graph can be calculated using the following formula:

m =
n(n − 1)

2
(1)

All vertices have the same degree (d = n − 1) since each vertex is connected to exactly
n − 1 edges. The total number of Hamiltonian cycles in a complete undirected graph can
be calculated by the following formula:

Hamiltonian cycles =
(n − 1)!

2
(2)
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To experiment, 17 complete undirected graphs (G_n_m) were created, G_12_66,
G_13_78, . . ., G_28_378, and the coordinates (in pixels) of all vertices were randomly
generated. Each graph was created by adding one more vertex to the available ones, as
well as adding edges that connected that vertex to the others.

The experiments were performed on a standard computer configuration with the Win
11 Pro 64-bit operating system installed and the following hardware configuration: CPU:
Intel® Core™ i7-4712MQ CPU @ 2.30 GHz 2.30 GHz; RAM: 8.00 GB.

The results obtained from the experiments will be presented in the following para-
graphs. The aim is to investigate the behavior of the approximate algorithms with the same
input data. The main parameters that need to be analyzed are the population size (i.e., the
number of solutions in the set of generated solutions) and the number of reproductions
(i.e., the number of iterations performed by both algorithms—genetic and memetic).

The results of the experiments with the approximate algorithms will be analyzed
in three stages. First, the results obtained after running the genetic algorithm on all test
graphs, from G_12_66 to G_28_378, are analyzed. Second, the results from the execution of
the memetic algorithm on the same graphs are analyzed. Third, a comparative analysis
will be made between the genetic and memetic algorithms by comparing the solutions
generated by the genetic mutation operators, total solutions generated, execution time, best
result obtained, and best run out of total number of runs.

The number of crossover solutions is determined by the number of reproductions and
the population size, while the number of mutated solutions is set as a percentage of the
crossover solutions.

Tables 2 and 3 present the summarized results of executing the genetic and memetic
algorithms.

Table 2. Summary results of the genetic algorithm.

Graph Crossover
Solutions

Mutation
Solutions

Total
Solutions

Time
(ms)

Solutions
Per ms

Mutated
Solutions

(%)

G_12_66 662,640 248,738 911,378 5125 178 37.5%
G_13_78 783,120 352,439 1,135,559 6451 176 45.0%
G_14_91 843,360 488,904 1,332,264 7611 175 58.0%
G_15_105 978,900 644,861 1,623,761 8969 181 65.9%
G_16_120 1,124,480 857,726 1,982,206 10,887 182 76.3%
G_17_136 1,280,100 896,428 2,176,528 12,423 175 70.0%
G_18_153 1,355,400 863,862 2,219,262 11,755 189 63.7%
G_19_171 1,526,080 849,710 2,375,790 12,932 184 55.7%
G_20_190 1,706,800 853,826 2,560,626 14,029 183 50.0%
G_21_210 1,897,560 1,080,615 2,978,175 16,629 179 56.9%
G_22_231 1,987,920 1,244,005 3,231,925 17,316 187 62.6%
G_23_253 2,193,740 1,268,791 3,462,531 19,942 174 57.8%
G_24_276 2,289,120 1,294,092 3,583,212 20,538 174 56.5%
G_25_300 2,635,500 1,815,082 4,450,582 23,664 188 68.9%
G_26_325 2,740,920 1,798,503 4,539,423 24,512 185 65.6%
G_27_351 2,981,880 1,881,312 4,863,192 25,896 188 63.1%
G_28_378 3,232,880 1,900,576 5,133,456 28,049 183 58.8%

The obtained values show that for all test graphs, the number of solutions generated
within 1 ms is comparable with the deviation from the column average (equal to 181 ms).
Two conclusions can be made from the obtained values. First, in 14 out of a total of 17 cases
of test graphs, the number of solutions that have mutated exceeds 50% of the number of
solutions generated by the crossover operator. This means that the populations contain
many identical solutions, which leads to a faster onset of the convergence level. Second,
the results show that the deviation from the column average (equal to 59.6%) is in the
range [–16.68%, 22.06%], which indicates the stochastic nature of the crossover operator in
genetic algorithms.
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Table 3. Summary results of the memetic algorithm.

Graph Crossover and Local Search
Solutions

Mutation
Solutions

Total
Solutions

Time
(ms)

Solutions Per
ms

Mutated
Solutions (%)

G_12_66 662,640 82,167 744,807 5470 136 12.4%
G_13_78 783,120 117,468 900,588 6496 139 15.0%
G_14_91 843,360 102,889 946,249 6986 135 12.2%

G_15_105 978,900 74,396 1,053,296 8366 126 7.6%
G_16_120 1,124,480 94,456 1,218,936 9247 132 8.4%
G_17_136 1,280,100 120,329 1,400,429 11,327 124 9.4%
G_18_153 1,355,400 121,986 1,477,386 12,159 122 9.0%
G_19_171 1,526,080 131,242 1,657,322 13,539 122 8.6%
G_20_190 1,706,800 150,198 1,856,998 14,472 128 8.8%
G_21_210 1,897,560 170,780 2,068,340 16,665 124 9.0%
G_22_231 1,987,920 182,888 2,170,808 16,475 132 9.2%
G_23_253 2,193,740 206,211 2,399,951 19,954 120 9.4%
G_24_276 2,289,120 226,502 2,515,622 20,938 120 9.9%
G_25_300 2,635,500 253,008 2,888,508 23,041 125 9.6%
G_26_325 2,740,920 268,610 3,009,530 24,056 125 9.8%
G_27_351 2,981,880 250,477 3,232,357 24,758 131 8.4%
G_28_378 3,232,880 278,027 3,510,907 28,734 122 8.6%

The obtained values show that for all test graphs, the number of solutions generated
within 1 ms is comparable with the deviation from the column average (equal to 127 ms).
From the obtained values, it can be seen that only in 3 cases (out of a total of 17), the number
of solutions that have mutated exceeds 10% of the number of solutions generated by the
crossover operator, summed with those of the local search method. This means that the
populations of the memetic algorithm contain many unique solutions.

Comparative analyses between the generated solutions, the execution time, and the
number of starts of the genetic and memetic algorithms are presented in Table 4.

Table 4. Summary results between genetic and memetic algorithms.

Graph GA Result
(px)

GA Time
(ms) GA Runs MA Result

(px)
MA Time

(ms) MA Runs

G_12_66 1320 5125 4/4 1320 5470 1/1
G_13_78 1388 6451 3/3 1388 6496 1/1
G_14_91 1461 7611 7/7 1461 6986 1/1
G_15_105 1512 8969 1/1 1512 8366 1/1
G_16_120 1568 10,887 5/5 1568 9247 1/1
G_17_136 1681 12,423 8/8 1681 11,327 4/4
G_18_153 1718 11,755 2/2 1718 12,159 7/7
G_19_171 1963 12,932 6/10 1941 13,539 3/10
G_20_190 2042 14,029 4/4 2042 14,472 8/8
G_21_210 2115 16,629 5/10 2085 16,665 6/10
G_22_231 2170 17,316 7/10 2158 16,475 4/10
G_23_253 2353 19,942 3/10 2296 19,954 2/10
G_24_276 2434 20,538 4/10 2357 20,938 3/10
G_25_300 2359 23,664 2/10 2359 23,041 8/10
G_26_325 2490 24,512 8/10 2452 24,056 5/10
G_27_351 2549 25,896 3/10 2519 24,758 7/10
G_28_378 2590 28,049 7/10 2543 28,734 4/10

Table 4 shows that the genetic algorithm found 9 out of a total of 11 known optimal
solutions (for the first columns up to G_21_210 inclusive). In only two cases (in graphs
G_19_171 and G_21_210), the genetic algorithm failed to find the optimal solutions but
found solutions that were close to them (in value). In contrast to the genetic algorithm,
the memetic algorithm found all 11 known optimal solutions, and in 5 out of 11 cases, this
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happened on its first run. For the remaining seven graphs (from G_22_231 to G_28_378),
the memetic algorithm found solutions that in six out of seven cases were better than those
found by the genetic algorithm, and in only one of the cases—for graph G_25_300—the
found solution and from both algorithms is the same (i.e., the Hamiltonian cycle found for
the graph G_25_300 from both algorithms is the same).

From these results, it can be concluded that when the number of possible Hamiltonian
cycles increases, it becomes increasingly more “difficult” for the genetic algorithm to find
the optimal solutions. This indicates that the population size (which is many times larger
than that of the memetic algorithm) must be increased or the reproductions generated
(which are also many times larger than those performed by the memetic algorithm) must
be increased.

The execution time of both algorithms is comparable, although the total number of
solutions generated by the genetic algorithm is more than that generated by the memetic
algorithm. This trend is presented in Figure 5.
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Figure 5. Comparison between execution times for genetic algorithm and memetic algorithm.

Figure 5 shows that the time for executing the memetic and the genetic algorithms
when searching for solutions of the same graphs is comparable, even if the genetic algorithm
generates more solutions than the memetic one. Since the number of solutions generated by
the genetic algorithm in 1 millisecond is greater than the number of solutions generated by
the memetic algorithm for the same time (between 35% and 42%), the memetic algorithm is
more efficient.

The results show that the memetic algorithm always finds a better or equal solution to
what the genetic algorithm found. This trend can be seen in Figure 6.

Although the differences in the values of the solutions found by the two algorithms
are not large (except for graph G_25_300, where they are equal), finding better solutions for
the concrete NP-hard problem is a significant success. To solve this problem, the memetic
algorithm can be used because it finds optimal or near-optimal solutions. Moreover, this
algorithm finds solutions in an acceptable time.
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Figure 6. Differences between results found by the genetic algorithm and memetic algorithm.

4. Conclusions

When the number of Hamiltonian cycles increases, the memetic algorithm can find
the optimal solutions (or close to them) faster than the genetic algorithm. Although the
population using the genetic algorithm is larger than that of the memetic algorithm, the
execution time of both algorithms is comparable. In most of the examined graphs, the
number of solutions that mutated when executing the genetic algorithm exceeded 50%
of all solutions generated by the crossover operator. This means that most populations
contain many identical solutions, which leads to a faster convergence. Unlike the genetic
algorithm, the number of mutated solutions by the memetic algorithm rarely exceeds 10%
of the number of all solutions generated by the crossover operator, summed with those
from the local search method. This means that the populations generated by the memetic
algorithm contain many unique solutions.

The results show that combining evolutionary algorithms with local search techniques
provides a powerful tool for solving combinatorial optimization problems. Exact algorithms
based on various techniques, such as backtracking and its optimized variants, such as the
“branch and bound” method, make it possible to find optimal solutions (in an acceptable
time), but only to problems with a small input data size. In contrast, approximate algorithms
often have linear complexity or complexity described by a low-degree polynomial. When
analyzing the computational complexity of these algorithms (genetic and/or memetic), it
is necessary to consider the influence of the “population size” and “number of generated
reproductions” parameters. Fine-tuning them can significantly affect the overall execution
time of both algorithms. Therefore, finding methods to determine the optimal values of
the control parameters (in terms of total execution time) is essential. The guidelines for
research development include a comparative analysis of the proposed method with other
known methods and common datasets (benchmarks).
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